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.. the higher the audio quality
the more structured the speech

__the better souollr;]g(tjnstm
.. the more ‘standard’ the speech speech data

.. the less speakers involved

(Jurafsky and Martin 2023: 331)
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- End-to-end transformer architecture with
encoder and decoder blocks

@ OpenAI - trained on 680,000 hours of speech via

unsupervised learning Python script
Radford et al. 2022 whisper_to_textgrid.py

- . (Weilinghoff 2023)
- multilingual in 96 languages

- machine translation to English possible

2> Evaluating Whisper for Sociolinguistic Data Transcription JProf Dr Andreas Weilinghoff IVACS | University of Cambridge

17th July 2024




vniversity

01 OpenAl Whisper l.'( of koblenz

continue discovering

- different models available

Size Parameters = English-only model = Multilingual model = Required VRAM  Relative speed
tiny 39 M tiny.en tiny ~1 GB ~32X
base 74 M base.en base ~1 GB ~16x
small 244 M small.en small ~2 GB ~BX

medium 769 M medium.en medium ~5 GB ~2X
large 1550 M N/A large ~10 GB 1x
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“Speech is easier to recognize if the speaker is speaking the same dialect or
variety that the system was trained on” (urafsky and Martin 2023: 331)

- ASR bias towards - non-native speakers (e.g. knill et al. 2018; Graham and Roll 2024)
- regional accents (Tatman 2017; Markl 2022)
- racial minority groups (Koenecke et al. 2020)

- influence of gender > better Youtube captions for male speakers (ratman 2017)

- better performance for female speakers
(Adda-Decker and Lamel 2005; Goldwater et al. 2010)
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Whisper evaluation: (Graham and Roll 2024)

L1 varieties: - best performance on L1 North American English
- worse performance on British and Australian accents

(some L2 Swedish and German accents better than some British accents; e.g. Leeds)

- worse performance on L2 varieties overall; higher English experience and
pronunciation accuracy lead to better ASR performance

- worse performance on male speakers

- worse performance on spontaneous speech
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- identify strengths/weaknesses of Whisper for sociolinguistic data transcription

- integrate Whisper efficiently in sociolinguistic data transcription workflows

What is the transcription accuracy of different Whisper models
for the corpora ICE Nigeria & ICE Scotland?

Which variables have a significant influence on ASR
performance?

How does Whisper compare with trained human transcribers
in terms of accuracy and speed?
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To be published.
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- WhisperX (Bain et al. 2023)

Batch

<|transcribe|>

Whisper 1[00.12-0.44] That’s

1[00.86-1.14] right.
Alignment
Phoneme

1 [01.98-2.33] Over
Model TSR Tt d
Transcript &
word-level timestamps

Input audio

A )

Voice Activity
Detection

Pad to 30s

(Bain et al. 2023: 1)
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